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1. Introduction 

Machine learning explores the study and development 

of algorithms that can learn from data. Machine 

learning techniques operate on building a model on the 

input and then model is used for prediction and 

decision making. Machine learning methods have vast 

applications in various fields of computer science such 

as data mining, spam detection [4], detecting unknown 

scanning and email worms [3]. Such methods have 

been applied in the field of opinion mining for the 

problem of classifying documents by accomplishing 

overall sentiment after its introductory use in which 

three different machine learning techniques were 

applied [20].  

Opinion mining analyzes people’s views, opinions, 

attitudes and emotions towards various products, 

brands, companies [19]. It imposes several challenges 

such as co-reference resolution, relation extraction and 

natural language processing. In addition to lexicon 

based features there is need to use non-lexical features 

as well because user generated content imposes 

difficulties to detect opinions as it is grammatically 

incorrect and may include informal writing style, 

hashtags, emoticons and spelling mistakes that hurdles 

in the opinion mining task [17]. It lacks contextual 

information, contains extensive use of sarcasm and 

irony which leads to dis-orientation [17], is surrounded 

by irrelevant data, such as navigational components, 

advertisements which diverts users’ attention and leads 

to an unrelated topic [22]. 

Existing works classify the post content using the 

lexical features for opinion mining. In this work, we 

explore the use of lexical and content based post 

features and non-lexical thread specific features for 

classifying the threads into objective and subjective 

threads. Our main contributions include: 

 Subjective analysis of the forum has been carried 

out at post and thread level using lexical and content 

feature sets and compared with non-lexical thread 

structure based features. 

 Four different machine learning techniques have 

been used for classification using a real-world data 

set and compared using four standard performance 

evaluation measures. 

 The results analysis confirms that thread specific 

features are helpful in the categorization of threads 

into objective and subjective threads. 

The rest of the paper is organized as follows: section 2 

overviews related works, section 3 provides problem 

formulation and statement, section 4 describes feature 

sets and section 5 discusses the experimental setup and 

then in section 6 results are discussed before 

concluding the paper.  
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2. Related Works 

Opinion mining has become one of the most active 

domains of research. We find a lot number of work to 

find the opinion subjectivity or sentiment polarity of 

the text or textual content of discussion threads. A 

brief overview of relevant studies is presented here. 

2.1. Subjectivity Analysis 

We find various machine learning approaches for 

subjectivity classification. Rule based classifiers 

extract labeled sentences for training data. Semi-

supervised learning approach learns patterns associated 

with subjectivity and objectivity [27]. Another work 

applies the word sense subjectivity classification by 

applying existing resources without manually creating 

an annotated training set and proves that their approach 

performs well as compared to supervised training set 

[23]. In a recent work, machine learning techniques 

have been applied using features like words, parts-of-

speech tags and their combinations for subjectivity 

classification. They showed that threads’ subjectivity 

can be better indicated by initial posts and reply posts 

[7]. We find other work that proposed method to 

develop tools through application of machine 

translation on existent subjectivity analysis tools [18]. 

Banea et al. [5] used subjective aspects at sense level 

for automatic subjectivity transfer across languages. 

They proposed an automatic framework for 

multilingual feature space to utilize subjectivity 

information. A recent work presents subjectivity 

analysis system for Arabic social media [2].  

2.2. Opinion Mining 

An important phenomenon of opinion mining is the 

separation of subjective and objective sentences. A 

comprehensive survey has been conducted regarding 

subjectivity and sentiment mining [16]. A recent work 

aims to identify the positive, neutral or negative 

polarity of the opinions [9]. Another work summarizes 

the product reviews of online review sites [11]. A 

review depicts users’ feedback about products while a 

thread comprises a set of posts from multiple users, 

which serves multiple roles including feedback, junk, 

question [24]. A new approach for inter-corpus feature 

extraction has been introduced for opinion 

identification across corpus [13]. A feature based 

sentiment approach classifies web opinion documents 

[15]. Gangemi et al. [12] built a model which uses 

cognitively inspired frames for the detection of user, 

topic and subtopic of opinion. 

2.3. Online Forums 

Thread structure has been used to identify the users’ 

views using sentiment classification for identification 

of attitudinal sentences, interaction dynamics of 

discussions and groups formation in forums [14]. 

Other promising work identifies evaluative and non-

evaluative sentences from opinions in online posts 

[28]. The dialog structure of discussions is analyzed 

from debate perspective [25] and disagreement among 

posts [1]. Another work explores discussion threads of 

Reddit Community site and evaluates the comment 

thread using hLDA cluster method and finds that depth 

of comments increases with time [26]. Duan and Zhai 

use thread structure and propose smoothing schemes 

for natural language model. The scheme is twofold, 

comprised of model expansion and count expansion 

[10]. A recent work related to our work studies the 

subjective analysis of online threads using limited non-

lexical features for identification of thread subjectivity 

orientation using small datasets [6]. 

3. Problem Formulation and Problem 

Statement 

In this section, the problem has been formulated and 

the problem statement has been presented.  

3.1. Problem Formulation 

An online forum provides opportunity to all users to 

initiate a new topic by creating a new thread. The 

thread initiator adds the content and the thread initiator 

post sets the topic for discussion. The thread topics can 

be objective or subjective. An objective topic consists 

of facts and figures, whereas we define a subjective 

topic as defined in [8] and the one that seeks the 

personal views and opinions. It is notable that topic 

can drift in the threads and our assumption may not 

hold right always but such exceptional cased are not 

out of the scope of the paper. 

Formally, we define a forum post p is a sequence of 

words in a Vocabulary set V, a forum thread t is a 

sequence of posts i.e., t={p1, p2,….., pL} where pi is the 

i
th
 post in the thread and forum f to be a collection of 

threads f={t1, t2,…,tm} where ti is a thread. A thread is 

initiated by a user Uu , and U={u1, u2,….,un}where n 

is the number of users in the forum. A thread is called 

subjective and denoted by s if its topic is subjective 

while the non-subjective thread, denoted by ns, 

provides factual information. 

3.2. Problem Statement 

Given an online forum f and the set of thread t, our aim 

is to classify each post pi and thread ti into one of the 

two given classes: Subjective (denoted by s or non-

subjective (denoted by ns ). 

In this research work, we consider that a thread has 

single topic which is defined by the thread initiator 

who posted the initial post. Analyzing subjectivity of 

threads within multiple topics is a separate research 

problem and is out of the scope. This assumption is 

similar consideration by recent work [6], using non-

lexical features for subjectivity classification. 
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4. Proposed Features 

The aim of the research is to explore the effect of using 

lexical as well as non-lexical features to classify the 

threads into subjective and objective threads with the 

help of standard machine learning techniques. In this 

section, we describe the various types of features that 

have been used for subjective analysis. 

4.1. Post Level Features 

Here, we discuss the features computed at the post 

level and further divide them into lexicon based and 

content based features as showen in Table 1.  

Table 1. Description of post level features. 
 

Feature Description 

Lexicon Based Features 

posScore 
Positive sentiment score the post [Sentiment 

Features] 

negScore 
Positive sentiment score the post [Sentiment 
Features] 

numPosWords 

Number of Positive words normalized by total 

number of words in the post [Words Frequency 

Features] 

numNegWords 

Number of Negative words normalized by total 

number of words in the post [Words Frequency 

Features] 

Content Based Features 

numURL Number of URL in the post content 

numCaptial Number of Capital Case words in the post content 

boolUsername Existence of Username mentioned in the post content  

boolQuotedText 
Existence of earlier thread posts quoted in the post 

content 

numCharacters Number of characters in the post 

4.1.1. Lexicon based Sentiment Features 

These features take into account sentiment of a post. 

An opinionated post is likely to have more content than 

objective post. The sentiment features of the post are 

computed using various resources such as sentiment 

lexicon (e.g., SentiWordNet
1
 and WordNet-Affect

2
) 

and sentiment analysis tool (e.g., LIWC
3
 and 

SentiStrength
4
). We have used one of the most widely 

used SentiWordNet lexicon to compute the strength of 

the opinion expressed by the user in the post content. 

SentiWordNet computes the positive, negative and 

objectivity score the content. The features of posScore 

and posScore give the positive and negative scores of 

the post respectively. These two features are the 

sentiment features. The features of numPosWords and 

numNegWords are the number of positive and negative 

words normalized by the total of words in the post.  

4.1.2. Content based Features 

The features of post content can be helpful for 

subjectivity classification. It is anticipated that 

                                                 
1
 http://sentiwordnet.isti.cnr.it/ 

2
 http://wndomains.fbk.eu/wnaffect.html 

3
 http://www.liwc.net/ 

4
 http://sentistrength.wlv.ac.uk 

 

objective thread does not need a lot of content as less 

conversation is required, but subjective threads can 

have a conversation and thus their content have certain 

characteristics. We posit that conversation related 

features help to identify subjective thread. The features 

of post content can be helpful for subjectivity 

classification. It is anticipated that objective thread 

does not need a lot of content as less conversation is 

required, but subjective threads can have a 

conversation and content have certain characteristics. 

We posit that conversation related features may help to 

identify subjective threads. The number of URLs 

(numURL) in post may be due users posting links to 

other posts or web pages to emphasize their point of 

view. The number of capital case words (numCapital) 

is considered as harsh or emotional content. To 

identify the dialog within the thread, user mentions the 

name of a user who has already commented on the 

topic. We take it as feature (boolUsername). Similarly, 

during conversation or replying existing comment, 

comment content may be copied as quoted content 

within new comment (boolQuotedText). It is also 

argued that to give more argument, lengthy content 

may be posted by the user in the subjective thread 

(numCharacters). 

4.2. Thread based Features 

Thread features are related to thread structure and are 

non-lexical features (see Table 2). These features are 

not concerned about language, lexicon, or even the 

topic of the thread so these features can be helpful for 

multi-lingual threads or even the language of the 

discussion is unfamiliar. We posit that subjective 

threads have more scope of conversation than objective 

threads and possess various thread-structure features 

which are based on assumption that the number of 

users participate in a conversation (numUser), more 

comments are posted (numPosts), and may be time 

conscious (numDays) and may consist of more lengthy 

content (numCharacters) to present more views. While 

in conversation, a user may post consecutive posts to 

present more views or opinions (numConsPosts). One 

user may comment and then any other user may reply 

and then first user again comments in response to 

second user’s comment and thus a comment-reply 

cycle may be found in subjective threads 

(numCycleUsers). In addition to the numeric thread 

features, we present Boolean features as well. It is 

understandable that chances of consecutive posts and 

conversation cycle are less, thus we only propose the 

existence of these features while, for other proposed 

features, we only take only threads which have feature 

value more than average values of the respective 

features in all the threads of the dataset. We use these 

features to explore their role in classifying the threads 

into subjective and objective classes. 
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Table 2. Description of Thread Level Features. 

Feature Description 

Non-Lexical Discrete Features 

numConsPosts Number of Consecutive Posts by the same user 

NumCycleUsers 
Number of Dialog Cycles of users exist in the 
thread 

numUsers Number of users having post in the thread 

numDays Number of days from first post till the last  

numCharacters 
Number of characters of all the posts in the 
thread 

numPosts Number of Posts in the thread 

Non-Lexical Boolean Features 

boolConsPosts 
Existence of Consecutive Posts by the same 

user 

boolCycleUsers 
Existence of Dialog Cycles of users in the 

thread 

boolUsers 
Number of users in the thread > Average 

number of user in all the threads 

boolDuration 
Number of days of the thread > Average 

number of days of all the threads 

boolLengthyThread 
Length of all the posts of the thread > Average 

Length of all the threads 

boolMorePosts 
Number of posts in the thread > Average 

number of posts in all the threads 

5. Experimental Setup 

In this section, machine learning techniques applied, 

dataset and performance evaluation measures used 

have been elaborated.  

5.1. Machine Learning Techniques 

All the features have been computed using Oracle and 

state of the art machine learning techniques have been 

used using Oracle Data Miner. Oracle data miner uses 

k-fold cross validation techniques and provides 

classification methods free for research. We used 

standard 10-fold cross validation technique. Oracle 

Maximum Description Length (MDL)
5
 algorithm is 

used for feature selection which ranks predictive 

attributes by eliminating redundant or irrelevant 

attributes to enhance accuracy. Four machine 

learning techniques of Naïve Bayes, Decision Tree, 

Support Vector Machine (SVM) and Logistic 

Regression have been applied. Machine learning 

techniques are elaborated as follows: 

5.1.1. Naïve Bayes 

The Naïve Bayes algorithm is one of the probabilistic 

classification algorithms that considers the stochastic 

model to classify the target class c
*
 for a new 

document d, it computes  

*
arg max ( )cc Pc d

  

It uses Bayes’ rule: 

( ) ( / )
( / )

( )

P c P c d
P c d

P d
  

P(d)has no role in computing the target class c
*
. To 

                                                 
5
http://docs.oracle.com 

estimate the term P(c/d) , Naïve Bayes divides it by 

supposing the conditional independence of features fi ’s 

given d’s class: 

( )

1( )( ( )( / )
( / )

( )

n dm i
i i i

P c P f f c
P c dNB

P d


 

The training part assessments the relative frequency of 

P(c) and P(fi/c), using add-one smoothing technique. 

The classifier’s conditional classifier independence 

assumption performs very well for sentiment 

classification [6, 20].  

5.1.2. Support Vector Machine  

SVM is a non-probabilistic kernel-based binary linear 

classifier that is highly effective in traditional text 

classification. The classifier seeks the hyper-plane 

represented by vector dividing the positive and 

negative training data vectors with maximum margin. 

The output of an SVM binary classification model is 

given by: 





m

j

ijjji XXKyabf
1

),(
 

Where fi is the distance of each point to the decision 

hyperplane defined by setting fi=0; b is the intercept; ai 

is the Langrangian multiplier for the j
th
 training data 

record; yi is the corresponding target value (s,ns) in our 

case. SVM has shown good performance in 

subjectivity and sentiment analysis studies [6, 7, 9, 20]. 

5.1.3. Decision Tree 

Decision tree learning uses a decision tree as a 

predictive model for classification purposes. The 

decision trees are built by dividing partition the 

document feature vector space into sub-tasks. After 

each iteration, the improved part is utilized using a 

greedy strategy and thus the whole tree is built. 

Decision trees can be interpreted by graphically 

plotting the tree structure. To classify, a label is 

predicted by following the branches from root node till 

the leaf node according to term features of the new 

data.  

5.1.4. Logistic Regression 

Logistic regression, a probabilistic statistical 

classification algorithm, is used to predict the target 

class based on set of features.  

Suppose that conditional probability 

):()1/1Pr( xpXY  , for some function p 

parameterized by function and the observations are 

independent of each other. It is notable that a sequence 

of Bernoulli trials y1,y2,….,yn where there is a constant 

probability of target classes, the likehood is as follows: 

                          
1

1 (1 )
y yn i i

i i i
p p



                                          

(1) 

(2) 

(4) 

(5) 

(3) 
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Oracle data miner provides binary classifier of logistic 

regression. Logistic regression showed promising 

results in this paper. 

5.2. Data 

The choice of forum dataset is significant as it should 

have topics including both factual and subjective and 

content should be generated by diverse from 

worldwide. We use data of BBC Forum, a public 

discussion forum, which has been used in [21] and 

provides the target values of subjective and objective. 

The topics of various topics have been discussed from 

general news, social issues to political and religious 

views for the period from July 2005 to June 2009. The 

statistics of the dataset are given in the Table 3 as 

follows: 

Table 3. BBC dataset statistics. 

Characteristics Value 

Number of Thread 97,946 

Number of Posts 2,474,781 

Number of Users 18,045 

Average number of Posts in Thread 10 

Average number of Users in Thread 8 

Average number of Days in Thread 112 

Average Length of Thread content 331 

5.3. Performance Evaluation Measures 

For the evaluation purposes, the standard performance 

evaluation measures of Accuracy, Precision, Recall 

and F-Measure have calculated using the following: 

FNTNFPTP

TNTP
Accuracy




  

FPTP

TP
ecision


Pr  

FNTP

TP
call


Re  

2. .
Recall

F Measure Precision
Precision Recall

 


 

Where TP, TN, FP, FN represents True Positive, True 

Negative, False Positive and False negatives 

respectively.  

6. Results and Discussion 

Here, we present the post level and thread level results 

using four machine learning techniques. We have 

applied the four performance evaluation measures of 

accuracy, precision, recall and F-measure to show the 

detailed analysis of various types of features.  

6.1. Post Level Results 

The classification results in Table 4 depict that the no 

single classification algorithm is better than the other 

classification algorithm. We find that for lexicon based 

features, logistic regression shows better results. SVM 

and decision tree algorithms are better for content 

based and for both the lexicon and content based 

features. Comparing the performance evaluation 

measure with one another, higher recall and F-measure 

has been achieved as compared to accuracy and 

precision. Content based features show better result 

than those of lexicon based features. The proposed 

content based features are related to conversation 

among the users within the thread rather than lexicon 

based features which are based on the sentiment nature 

of the content. This verifies our hypothesis that dialog 

like structure within subjective posts can be very 

helpful in classifying the posts into subjective and 

objective ones. 

Table 4. Results of subjectivity analysis at post level. 
 

Feature 

Type 

Machine 

Learning 

Technique 

Accuracy Precision Recall F-Measure 

Lexicon 

NB 0.537 0.524 0.635 0.574 

DT 0.53 0.523 0.707 0.602 

SVM 0.518 0.522 0.474 0.497 

LogReg 0.62 0.6 0.729 0.658 

Content 

NB 0.633 0.598 0.821 0.692 

DT 0.641 0.604 0.831 0.699 

SVM 0.631 0.585 0.914 0.713 

LogReg 0.632 0.59 0.88 0.706 

All 

NB 0.571 0.566 0.626 0.595 

DT 0.644 0.604 0.845 0.705 

SVM 0.639 0.596 0.869 0.707 

LogReg 0.64 0.598 0.86 0.706 

6.2. Thread Level Results 

Table 5 presents that different algorithms show 

different results.  

Table 5. Results of subjectivity analysis at thread-level. 

Feature 

Type 

Machine 

Learning 

Technique 

Accuracy Precision Recall F-Measure 

Discrete 

NB 0.715 0.688 0.723 0.753 

DT 0.682 0.627 0.701 0.705 

SVM 0.656 0.615 0.702 0.712 

LogReg 0.762 0.698 0.801 0.799 

Boolean 

NB 0.705 0.633 0.811 0.735 

DT 0.714 0.615 0.800 0.714 

SVM 0.642 0.621 0.872 0.702 

LogReg 0.726 0.689 0.846 0.778 

All 

NB 0.724 0.717 0.822 0.741 

DT 0.692 0.699 0.803 0.701 

SVM 0.662 0.723 0.798 0.777 

LogReg 0.771 0.786 0.833 0.825 

Decision tree provides better results for all thread 

based features while overall logistic regression 

outperforms other three algorithms. Naïve Bayes and 

SVM show better results in existing research work, but 

both these show close results and all the four 

algorithms shown similar results. The results have 

shown better precision and accuracy and not good 

recall and f-measure, distinction is in the case of 

logistic regression as optimal results have been 

achieved using logistic regression. Boolean features 

have been taken from numeric features, but they show 

relatively comparable results as compared to numeric 

thread even though the majority of the features are 

merely based on the assumption that thread specific 

features based values are higher than the average of the 

(6) 

(7) 

(8) 

(9) 
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respective values for the entire dataset or not. Thus 

converting the numeric values into mere Boolean type 

does not cost performance and thus our hypothesis is 

proved that dialog based thread specific features do 

exhibit the nature of subjective thread classification. 

7. Conclusions 

In this work, we propose supervised machine learning 

model for subjectivity classification of online forum 

posts and threads. Various thread based non-lexical 

features have been used in addition to lexicon and 

content based features to classify the subjective and 

non-subjective posts and threads. We use four machine 

learning techniques and their comparative analysis has 

also been carried out. One of our main contributions is 

the introduction of non-lexical features that are helpful 

for identification of subjective threads. These features 

are not limited to any language and can be computed 

without even knowing what is mentioned or discussed 

in the online threads. Content based post-level features 

have also been introduced that help to identify dialog 

within the thread. In the future, we aim to examine the 

role of lexical and non-lexical features for mixed-

sentiments using various machine learning techniques. 
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